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Course Schedule

5/02
5/09
5/16
5/23
6/06
6/13
6/20
6/27

Introduction to AI/ML/DL algorithms (Dr. El Naga)

Training requirements for ML (Dr. El Naga)

Methods Assessment, Uncertainty and bias estimation (Dr. Tan)
FAIR Principles (Dr. Teer and Dr. Luo)

Best practices (Dr. Teer and Dr. Luo)

Data resources (

Hands-on Works

Hands-on Works

Dr. Tan)

nop 1 — Radiomics (Ms. Gorre and Mr. Carranza)

nop 2 — Cancer genomics (Dr. Tan)




Lecture 1: Introduction to Al/ML/DL algorithms

Issam El Naga, PhD




https://link.springer.com/book/10.1007/978-3-030-83047-2
e



https://link.springer.com/book/10.1007/978-3-030-83047-2

What is
Al/ML/DL? Artificial

Intelligence

Machine
Learning

Deep
Learning

El Naga, BJR 125" Annv., 2020




Formal definition of Machine Learning (ML)
ML is:
e Field of study that gives computers the ability to learn without being
explicitly programmed (Samuel, 1959)

e Computer program is said to learn from experience E with respect
to some class of tasks T and performance measure P, if its
performance at tasks in T, as measured by P, improves with
experience E (Mitchell, 1998)

 Programming computers to optimize a performance criterion using
example data or past experience (Alpaydin, 2009)

Related fields: ML builds on expertise from

o artificial intelligence, probability and statistics, computer science,
information theory, neuroscience, psychology, control theory, and
philosophy




Machine Learning Evolution Timeline
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Machine learning by tasks

(Q-learning, dynamic programming)

(classification, regression)

(query, ranking)

(clustering, dimensionality reduction,
novelty detection)




Machine learning by models

Probabilistic models could be divided:

e Discriminant models
Input

e Directly estimate posterior probabilities (logistic ——
regression, neural networks, convolutional neural
networks, random forests, support vector
machines)

* Predict without knowing the system

output

e Generative models

 Model class-conditional probability and priors s
(Bayesian networks, Markov models)

e Jo predict you need to know the system

Input

output

Tseng, Oncology, 2018




The Universe of Machine Learning (IVIL)
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Adapted from: Brownlee, 2013

Instance Based
e

Partial Least Squares Discriminant Analysis

Mixture Discriminant Analysis (MDA)

Quadratic Discriminant Analysis (QDA)

| Regularized Discriminant Analysis (RDA)

|\ Flexible Discriminant Analysis (FDA)

. Linear Discriminant Analysis (LDA)
k-Mearest Neighbour (kNN)

Learning Vector Quantization (V)
Self-Organizing Map (SOM)

Locally Weighted Learning (LWL)

k-Means

" k-Medians

Expectation Maximization

Hierarchical Clustering




Radiomics for lung cancer outcome modeling with decision trees
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Risk Assessment in Head & Neck




Deep vs conventional machine learning

Cui, Med Phys, 2020

Zaidi and El Naga, Annu. Rev. Biomed. Eng., 2021
e




Deep Learning (NN) Architectures

Multi-layer neural perceptron (MLP) Convolutional Neural Network (CNN) Recurrent Neural Network (RNN)

Generative adversarial networks (GAN)

Autoencoders (AE)




Machine Learning vs. Epidemiology/Statistics

control treatment
group group

mean mean

Population — _
Use statistics to describe data

and infer on population

Hypothesis Testing (inference)

Use computational modeling to
describe data and summarize features

Hypothesis Generation (Prediction)

Adapted from Berry & Linoff, 2004; El Naga, Kosorok, JCO-CCl, 2018
e




National and Global Al/ML interest

O

https://www.ai.gov/nairrtf/86-fr-39081-responses/ -



https://www.ai.gov/nairrtf/86-fr-39081-responses/
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Why Al/ML in Oncology?




Some Deep/Machine Learning medical applications

Unlocking the blackhole of Electronic health records Annotation of radiological images

Digital medicine, 2018

Virtual Counseling

Yan, JMI, 2018

QuantX

In silico trials

USC, 2018




Multi-Objective Generative Models

A MO-BN can be used to predict multiple radiation outcomes simultaneously, which provides opportunities
of finding appropriate treatment plans to solve the trade-off between competing risks.

Luo, Med Phys, 2018 (Editor’s Choice)




Radiomics model for Liver Cancer by
Deep Survival

Wei, Physica Medica, 2021
e




Multi-objective multi-omics model with deep
survival neural networks

Cui et al, JROBP, 2021
e




Adaptive Radiation Oncology Decision Making with Deep Learning




Software tools for Adaptive Radiotherapy Clinical

Decision Support (ARCIiDS)

ARCIIDS

(operation mode)

Input
Patient Information
Current Dose Plan

Optimal Dose
Decision-Maker

ARCIIDS
(training mode 1: Artificial RT Env)

Training DataSet
Patient Information
Retrospective Dose Plan
Retrospective Treatment Outcome

Input Artificial Label
Radiotherapy

Environment

Acrtificial
Radiotherapy
Environment

Output
Treatment Outcome
Optimal Dose

ARCIIDS
(training mode 2: Optimal Dose Decision-Maker)

Training DataSet

Patient Information Trained

Artificial
Radiotherapy

Patient Information Environment

+ range of dose
Treatment
outcomes for

Optimal Dose the range of dose

Decision Maker

Niraula et al, patent pending



Presenter Notes
Presentation Notes
Human-computer interactions 


Deep learning for developing pan-
cancer prognhostic biomarkers for
immunotherapy from RNAseqg

Collaboration with the Oncology Research
Information Exchange Network® (ORIEN)-
18 centers

Patients (n=522) with 4 primary cancer
types
melanoma (n=125), renal cell
carcinoma (n=149), non-small cell
lung cancer (n=128) and head and

neck cancer (n=120) treated with 6
immune checkpoint inhibitors

Deep learning: Auto-Encoder
Survival Deep Network (AE-SDN)
architecture

Ghasemi, Tarhini, et al, ASCO




Al/ML is nothing but perfect

Racial Bias Found in a Major
Google Flu Trends (GFT) (Ginsberg, 2009) Health Care Risk Alg‘OI‘ithHl

e GFT called out sick 2013 due to overestimation!

Black patients lose out on critical care when systems equate health needs with costs

Predicting pneumonia risk (Caruana, 2015)

e Patients with pneumonia and asthma to be at a lower risk

of death from pneumonia than patients with pneumonia Man is to Computer Programmer as Woman is to
but without asthmal! Homemaker? Debiasing Word Embeddings

By Starre Vartan on October 24, 2019

Skin cancer risk prediction (Esteva, 2017)
e Presence of a ruler as a sign of high risk would skew

prediction
, o , Study finds gender and skin-type bias in
Lung disease prediction from xray (Rajpurkar, 2017) commercial artificial-intelligence systems
e Presence of tube can indicate h|gh risk Examination of facial-analysis software shows error rate of 0.8 percent for
light-skinned men, 34.7 percent for dark-skinned women.
Covid-19 infection of Al (Deshpande, 2020; Roberts, External Validation of a Widely Implemented
2021, El Naga, 2021) Proprietary Sepsis Prediction Model in Hospitalized

Patients

Andrew Wong, MD; Erkin Otles, MEng23; John P. Donnelly, PhD%; et al

. Unreliable Al models for Covid-19 prediction

=Data quality and context matters



Diverse cohort of patient records for model training, achieved either
through centralized or using federated/distributed learning models
that uses silos of different data sources.

Use of independent data cohort for testing, preferably in a distributed
setting with diverse patient types.

Transparency of deep network model architecture with confidence
levels in its decisions.

Ethically appropriate use of Al methods with some level of oversight.
Assessment of reproducibility of Al models with test-retest type
studies.

Model transparent that discloses the architecture, data sets and
trained weights for the network.

Quality assurance program for implementation and continuous per-
formance monitoring.

28



Issues in ML application in Oncology

Data modeling
 Availability and sharing
e Ethics and compliance

Algorithmic modeling
e Models’ validation
e Models’ interpretability




Ethical Challenge of Data Access

€he New Hork Eimes
Sloan Kettering’s Cozy Deal With
Start-Up Ignites a New Uproar

The company, Paige.Al, is one in a burgeoning field of start-ups that are
applying artificial intelligence to health care, yet it has an advantage over
many competitors: The company has an exclusive deal to use the cancer

center’s vast archive of 25 million patient tissue slides, along with decades

of work by its world-renowned pathologists.

Jochems( |IJROBP, 2017




Data Democratization!




Transparent Reporting of a multivariable prediction model

Al / M |_ Va I | d atio N for Individual Prognosis Or Diagnosis (TRIPOD)

Depending on the level of evidence

» Selection appropriate learning algorithms
e Validation and evaluation (TRIPOD criteria)

e Internally (cross-validation
schemes)

e Externally (independent datasets)

* Provide interpretation of machine learning prediction




Check List for Al/ML in

Medical Physics (CLAM

e Purpose and justification of Al/ML
algorithm selection

* Dataset characteristics (acquisition,
size, partitioning [3Ts: training,
tuning, testing])

e ML methods

* Optimization, loss function,
augmentation, regularization

* Performance metrics and evaluations
(internal, external)
* Significance of results
* Interpretation of ML performance
e Clinical translation and actionability

AlINMEDICAL PHYSICS

“-MEDICAL PHYSICS

TABLE 1 Checklist for Al in Medical Physics (CLAMP)

Indicate whether each section clearly summarizes or describes:

Checkbaxes

1. Abstract
a. Purpose, rationale, novelty or significance

b. Al/ML methods and data type, dataset partitioning into training, validation (tuning}, and test sets (include
numbers used in training, validation, and test sets)

c. Main results, including statistical analyses
2. Introduction
a. Purpose and justification of using AI/ML algerithm approach
b. Contribution(s} of Al/ML to medical physics application
c. Stage of development (e.g., pilot study, mature study)
3. Materials
a. Dataset characteristics including sample size and clinical acquisition sites

b. Device(s) used for data acquisition (e.g., scanner makes), start-end dates of acquisition (or equivalent
means with biotechnology generated data), and any data harmonization, augmentation, and enrichment
strategies, or pre-processing are clearly described

c. Forimaging data: image or data acquisition modality, acquisition protocol, or parameter ranges are detailed

d. For patient data: method to obtain the sample, representativeness of the population for the purpose of the
study, IRB approval (or equivalent), and relevant patient demographics plus clinical variables such as
prevalence(s) of disease(s) or lesion characteristics

e. For phantom data: Type of phantom and method for generating phantom data
f Data composition appropriateness for Al/ML application

g. Description of the “ground truth,” that is, the reference standard, including the annotation process, level of
subjectivity, and uncertainty

h. Data partitioning into training, validation (tuning), and test sets including any criteria to mitigate bias and
justification of sample sizes

i. Final validation using public dataset or study dataset to be shared/made publicly available {desirable but
not required).

4.1 Methods: Machine learning algorithm

a. Methodology in sufficient detail to allow replication, including model architecture, hyperparameters, inputs,
dimensionality of the input (e.g., 2D or 3D images), pre-processing, output type and definition, and
discretization/binning, if any.

b. Trainingfoptimization method including loss function, regularization approach, data imbalance mitigation
process (if needed), measures to minimize overfitting and bias, and ablation studies, if any.

c. Al/ML software code to be shared/made publicly available {desirable but not required).
4.2 Methods: Performance and statistics

a. Performance metric(s) including any postprocessing (such as scoring criteria, decision threshold, binning)
of the Al/ML output.

b. Method(s) to estimate the uncertainty (such as 85% confidence intervals) of the performance metric(s).

c. Significance of the obtained results compared to the null hypothesis (if applicable) or compared to a
suitable benchmark metric.

d. Subgroup analyses for important subgroups (e.g., by age, lesion size).
e. Demonstrative results for the training, validation (tuning), and test sets.

T

. Discussion
a. Conclusions as supported by the results.
bh. Limitations of the study.

c. Discussion/summary of innovation (algerithm or application), significance (clinical or scientific), andfor
contributions to the field of medical physics.

Yes

No

N/A




Al/ML in the real-world!

Letter | Published: 03 June 2021

Clinical integration of machine learning for curative-
intentradiation treatment of patients with prostate
cancer

Chris Mclntosh, Leigh Conroy, Michael C. Tjong, Tim Craig, Andrew Bayley, Charles Catton, Mary

Gospodarowicz, Joelle Helou, Naghmeh Isfahanian, Vickie Kong, Tony Lam, Srinivas Raman, Padraig

Warde, Peter Chung, Alejandro Berlin & & Thomas G. Purdie &3

Nature Medicine 27, 999-1005 (2021) | Cite this article

News & Views | Published: 09 July 2021

RADIOTHERAPY

Prospective clinical deployment of machine learning
inradiation oncology

lssam El Naga ™

Nature Reviews Clinical Oncology (2021) | Cite this article




Randomized clinical trials with Al/ML/DL
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Zhou, Dig. Med., 2021




ML/DL Interpretability

Radiomics Interpretability for Liver Cancer (Grad-CAM)

Wei et al, Physica Medica, 2021

Multi-omics interpretability for Lung Cancer

Cui et al, IJROBP, 2021
Luo, BJR-O, 2019



Intelligence augmentation (I1A) instead of Al

Data-driven ML

Human in the loop!

(C. Friedman)
Human + Data-driven ML

Tighter Cls but similar predictions!

Luo, Physica Medica (Editor Choice), 2021




Can Quantum theory help develop more robust Al/ML algorithms?

Treatment Planning
Image-guided radiotherapy

Pakela et al, PMB, 2021
Clinical Decision support

Pakela, Med PhyS, 2020, (Editor,S ChOice) Niraula et a|, Nature Sci Rep’ 2021
e e




Machine Learning at Moffitt

W (@mldonco)

VISION

To transform personalized
cancer care and accelerate
scientific discovery in
cancer research with
machine/deep learning

!
e .
@
VALUE VALUE
Patient-centered ML/DL for Unbiased, generalizable,
facilitating cancer care and and interpretable ML/DL
research from blended data

Moffitt.org/MachinelLearning

MISSION

To design, develop,
and translate state-
of-the-art patient-
centered machine
and deep learning
algorithms

VALUE
Translate ML/DL findings

into the clinic to improve
cancer care and research



https://moffitt.org/research-science/divisions-and-departments/quantitative-science/machine-learning/?utm_source=refferal&utm_medium=general&utm_campaign=machinelearning&utm_content=research

MIL Strategic Priorities @ Moffitt

Faculty Staff (ML Engineers)

Strategic Priority First Year  Second Year ThirdYear FourthYear  Fifth Year
0102030401020304010203 04010203 0401020304

1. Integration of ML into MCC research and clinical care

1.1 Develop a robust and secure ML infrastructure that also leverages existing MCC
resources

1.2 Convert clinical care data into research data including linkage of unstructured data
using NLP methods

1.3 Establish ML working group for R&D (Machine Leamning League [MLL])
2. Establish translational ML research program in priority areas

2.1 Multimodality radiological and pathological imaging for diagnostic and outcomes
2.2 Information retrieval and annotation with natural language processing (NLP)

2.3 Outcome modeling and decision support by longitudinal integration of pan-omics data
and using PROs for retrospective and prospective studies

2.4 Molecular and computational biclogy and in silico trial designs

3. Establish basic ML research programs in priority areas

3.1 Visual analytics, explainable and interpretable ML/AI

|3.2 Automated ML architectures and evolutionary learning

3.3 Physics-based quantum ML, hybrid systems, and stochastic processes
4. Develop team science initiatives

4.1 Program project or center of excellence to address clinical ML role

4.2 Program project or biotechnology resource to address basic science ML role
5. Develop residency/training programs

5.1 PhD/Residency programs in ML for oncology

Moffitt.org/MachinelLearning
e



https://moffitt.org/research-science/divisions-and-departments/quantitative-science/machine-learning/?utm_source=refferal&utm_medium=general&utm_campaign=machinelearning&utm_content=research

Synopsis of Faculty Research Areas

Dr. Balagurunat Is focused on understanding the physiology of the
tumor and its relationship to the underlying genome. His interests include data
integration from various modalities (radiology, pathology, genome) to improve
clinical decision support, His disease foci are prostate cancer, lung cancer and B-
cell ymphomas.

Dr. Karolak’s backgrouno

fields of computational and biophysical chemistry, structural biology, mathematical
oncology, machine learning and information theory. Her interests focus on
understanding cancer development, progression, and variability in the response to
treatment using models that can be translated into the clinic.

Dr. Thieu has been pursuing research in natural language processing anc
intelligence with application in healthcare, education, and bioinformatics. His work
involved standardization of mobility terminology from clinical notes, high
throughput text mining, lexical complexity and language generation, and
computer-assisted coding for medical billing.

for various medical imaging and signal processing applications. He is also
interested in exploring machine learning paradigms that can tackle datasets from
multiple scales and learn to answer clinically relevant questions. Such models will

Dr. Luo’s research focuses on machine learning, systems informatics and their
application to health outcomes, decision support, interpretable and credible
models at both the individual and community levels for precision medicine, health
equity and healthcare quality.

be robust to day-to-day changes in the input data and must explain their decisions



Machine and Federated Learning Infrastructure (API)

High Performance
. Computing (DGX/AWS
Django
Jang EC2)
Data Platform/Covid

Imaaes

G EN Input ML/DL

Data Commons




Community outreach: Machine Learning League

« Advance awareness and application of Machine Learning, Deep Learning, and Artificial Intelligence (Al)
across the multiple disciplines in cancer research by hosting biweekly discussions on current machine
learning research and tools

%ih &
FLORIDA INSTITUTE FOR HUMAN & MACHINE COGNITION

CORE SCIENTIFIC

UNIVERSITY oF
SOUTH FLORIDA

43



Presenter Notes
Presentation Notes
What is the MLL? It is an open forum where we host biweekly discussions on  current research and tools in machine learning. To advance……
How? We bring speakers that are doing work in the ML discipline to present there works or tools.
Attendee disciplines vary as well as the speaker. 
There is something for everyone.
Presentations are recorded when aggreged by the presenter.
These recordings as accessible via our MLL website.
On the website we keep past recordings and announce future speakers. 


Example of departments that have attended.
Quantitative sciences
Revenue Cycle
Bioinformatics core
Radiation Oncology
Clinical pathways
SAIL
Unified Communications
Radiology Research Data Management
IT Planning Services
Informatics Support
Data Quality
Biostatistics
Nursing Administration
HR Program Support


Take home Messages

o Artificial intelligence/machine learning offers new
opportunities to develop better understanding of
oncology processes and improve its workflow

e Current boom in Al/ML is driven by growth in patient-
specific information (Big data) and advances in
computer hardware/software resources

o Al/ML will touch every aspect of oncology from
planning to decision making and we should be ready to
embrace it

 To overcome current barriers in Al/ML for healthcare
emerging methods include including visualization

(Grad-CAM),behavioral science (human-in-the loop),

and physics-based (quantum computing) techniques

e Collaboration between stakeholders (data scientists,

biologists, clinical practitioners, & vendors) will allow

for safe and beneficial application of Al in biomedicine
and oncology
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