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What is 
AI/ML/DL? Artificial  

Intelligence

Originated in 
the 1950s

Build  machines 
that think like 

humans

Machine 
Learning 

Originated in 
the 1960s

Computer 
algorithms that 
learn from data

Deep 
Learning

Originated in 
the 1970s

Based on neural 
networks that 
learn features 

El Naqa, BJR 125th Annv., 2020



Adapted from: Brownlee, 2013

The Universe of Machine Learning (ML)



Deep vs conventional machine learning

Zaidi and El Naqa, Annu. Rev. Biomed. Eng., 2021



Neural Networks Past and Present

AI on-chip
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Learning ML advice



Regression methods

Regression model is:

Model: linear, logit, probit

• Ordinary estimation (no penalty)

• Regularization (shrinkage) estimation:

•Ridge

•Lasso

•Estimation methods: Least-squares, maximum likelihood 

Steyerberg, 2008; Hastie 2015, Moiseenko 2021

X1, X2, …, Xn linearly additive

Y and X have a monotonic relationship



Deep learning with Neural Networks

Rumelhart, 1986

The key aspect of deep learning is that these layers of features are not designed by human 
engineers: they are learned from data using a general-purpose learning procedure



Biological versus Artificial Neuron



Artificial neural networks (ANN)
Select an architecture (problem-dependent)

• Inputs, outputs, type and number of hidden layers, 
activation functions

Define a cost (loss) function
• Quadratic (Rumelhart),  exponential, cross-entropy, 

KL divergence, etc.

Choose a training (learning) technique 
• Back propagation (gradient-descent) algorithms, 

Newton’s methods, Conjugate gradients, LM 
algorithm, etc.

Regularization
• Norm penalty (L1, L2), early stopping,  dropout, data 

augmentation, transfer learning, etc. 



Deep Learning (NN) Architectures
Multi-layer neural perceptron (MLP) Recurrent Neural Network (RNN)Convolutional Neural Network (CNN)

Autoencoders (AE)

Generative adversarial networks (GAN)

(LSTM, GRU, Transformers, …)
(LeNet, AlexNet, ResNet, VGG, U-net, DBN, DQN, …)



Example architecture: CNN 

Kernel (Filter) parameters:  
• Size (s)
• Depth: number of neurons
• Stride: amount of shift 
• Zero-padding 



CNN- LeNet5 (1998) Alex Krizhevsky et al, 2012

Kawatsu, 2017

CNN Examples

http://image-net.org/


Backpropagation algorithm: Gradient descent

Modified from Nielsen, 2018

• Basic gradient descent
– wi+1=wi−η⋅∇C(w; (X,y)) 

• Stochastic gradient descent (SGD)
– wi+1=wi−η⋅∇C(w; (Xbatch,ybatch)) 

• Other modifications
– Momentums, accelerations, adaptive gradient 

(Adagrad), adaptive momentum (Adam), etc.  



Learning Regularization

DropoutEarly stopping



Cui, Medical Physics, 2020 

What training sample size is required?



What  evaluation plan for ML?

Japkowicz and Shah, 2015



AI/ML Validation

Depending on the level of evidence
• Selection appropriate learning algorithms
• Validation and evaluation (TRIPOD criteria)

• Internally (cross-validation 
schemes)

• Externally (independent datasets)
• Checklists: CLAIM, MI-, CLAIM, CONSORT-AI, CLAMP, …
• Provide interpretation of machine learning prediction

Transparent Reporting of a multivariable prediction model 
for Individual Prognosis Or Diagnosis (TRIPOD)



Quality assurance for AI/ML application in the clinic
Acceptance Testing

• To ensure that the ML tool meets all applicable 
safety and performance standards (prediction) and 
that it meets contractual specifications 

• Manufacturer includes an acceptance test 
procedure with the ML tool

• Selection of evaluation endpoint and 
definition of performance criteria (e.g., AUC);

• Selection of a benchmark data

Commissioning
• The process whereby the needed tool-specific 

data/parameters are acquired and operational 
procedures are defined

• May include:
• Training data collection
• Developing procedures
• User training before first use

Quality Assurance (QA)
• Effort to ensure treatments are given accurately, 

safely and efficiently according to established tests 
and evaluations

Continuing Quality Improvement (CQI)
• Effort that seeks to make treatments and 

operations better by recognizing current 
weaknesses in the program, anticipating problems 
before they happen, streamlining tasks and 
responding to changes in practice 

El Naqa, Moran, Ten Haken, The Modern Technology of Radiation Oncology, V4, Van Dyke
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Luo, BJR-O, 2019

ML Accuracy versus interpretability
Proxy models

En
se

m
bl

es



Deep learning interpretability approaches
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Post-modeling proxy Models

Explainable Neural Networks (xNN) based on Additive Index Models



Why interpretability important? 

Adversarial Attacks

Original image Noise perturbation Neural network  
Classification



Luo, BJR-O, 2019

ML/DL Interpretability
Radiomics Interpretability for Liver Cancer (Grad-CAM)

Wei et al, Physica Medica, 2021

Multi-omics interpretability for Lung Cancer 

Cui et al, IJROBP, 2021



Some Popular ML/DL platforms
ML tools 
in Java

Google 
(py/C)

Library 
(python)

Interface 
(python)

Microsoft 
Cognitive 
Toolkit

UdM
(python) Berkeley

(py/C)

Torch
(py/C)

Facebook

https://www.cs.waikato.ac.nz/%7Eml/index.html


Source: KDnuggets

Top deep learning platforms



Testing

Training



Take home Messages
• There are different classes of ML/DL algorithms with varying accuracy

and interpretability levels and the choice of the proper algorithm(s) is 
a problem and data dependent

• Once an ML/DL algorithm is identified, a proper plan for training 
(sample size), evaluation (statistics), and validation (testing) should 
be developed to assure generalizability (out-of-sample)

• Acceptance and commissioning of ML/DL for medicine is in its 
infancy, however, efforts are being made by public and private sectors 
towards safe ML/DL implementation
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Useful ML/DL websites:
Tensorflow.    CNTK.       
https://www.kaggle.com/.       Scikit
Coursera: machine-learning

https://www.tensorflow.org/
https://www.microsoft.com/en-us/cognitive-toolkit/
https://www.kaggle.com/
http://scikit-learn.org/stable/
https://www.coursera.org/learn/machine-learning


THANK YOU!
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